
 

 

Attachment No. 2 
 

General Specifications for the SUTA Dumping Detection System (SDDS) 

 Hardware and Software Configurations 

 

The SDDS is a server-based system with a browser interface. A server platform 
was selected for several reasons: 

• scalable architecture, 
• data storage requirements (particularly for large states) 
• RAM and processing capacity to provide reasonable response times, and 
• the ability to support multiple analysts simultaneously. 

The browser-based interface was employed to speed development, simplify 
change control and, if appropriate at a future time, to allow remote access. The 
server/database software, as described, is licensed to support the system as a 
multi-user workstation application.  

States will need to create extracts from tax, wage records and related data sets. 
File specifications will be provided for all required extracts. SDDS includes data 
loader/analyzer utilities to import data from the raw files into the database. A CD 
including these utilities, database and snapshot creation scripts, technical 
documentation, etc., will be provided to participating states. 

The general software specifications for the SDDS are as follows:  

• Browser:                     MS Internet Explorer version 6.X 
• Server OS                   MS Windows Server 2003 OS  
• Environment:              .NET Framework 1.1  

o VB.NET ver. 2003 
o IIS 6.0  

• Database:                     MS SQL Server 2000 Enterprise Edition 

The hardware configuration is designed to function as both the web and 
database server. As designed, the system will store the application, OS and temp 
files separately from the data files and access these functions through separate 
controller channels. RAID arrays are configured to optimize access speed during 
data loads without compromising production response times.  

Three system sizes, small, mid-size, and large, have been designed to 
accommodate all states. Each state will customize the data storage requirement 



 

 

to fit its particular need. All configurations represent a carefully calculated 
balance of performance and cost.  

Small State Hardware General Description 
 
The small state system is a single, internal enclosure server, that consists of a 
minimum 3.06GHz dual Intel Xeon processors with 512KB level 2 ECC Cache, 
4GB of RAM, eight 72.8 GB Ultra320 15000 rpm hard drives, and a dual channel 
(Ultra320 capable) RAID controller. This configuration includes redundant hot-
pluggable power supply and fan. 
 
The dual processors with a minimum of 512kb L2 Cache are needed to provide 
both the real-time performance to run the SQL queries and to minimize the data 
load times.  
 
4GB of RAM is specified for performance optimization. MS SQL Server 
effectively utilizes both the processor speed and available RAM to maximize 
performance. Generally speaking, more is better; however, like most things in 
life, there is a downside. In this case it is cost. In addition to the higher cost of the 
faster processor and additional memory, the price of the server operating system 
increases if the installed RAM exceeds 4GB. Servers configured with 4GB of 
memory, or less, can run Windows 2003 Standard Edition Server. The Standard 
Edition of the operating system provides all the functionality the application will 
require. 
  
The configuration employs eight, 72.8 GB Ultra320 hard drives. The system is 
designed with three internal storage arrays to improve read/write performance. 
This arrangement segregates the administrative functions from the data storage. 
Two, two-drive mirrored (RAID 1) arrays are utilized to optimize performance for 
transaction logs, indexes, operating system, and the temp.db function. One four-
drive RAID 1+0 (mirrored and striped) array is configured to optimize SQL 
database performance. This is particularly significant during the data loading 
process. 
 
The system supports the three internal storage arrays with a dual channel, 
Ultra320 capable, controller to support the separation of administrative and data 
functions discussed above for improved throughput. The mirrored and striped, 
four-drive array and one of the mirrored, two-drive arrays will share one channel 
of the controller. The second mirrored and striped two-drive array will utilize the 
second channel of the controller. 
  
All hard drives in the configuration are Ultra320 SCSI devices. The 72.8GB drive 
is the largest currently available hard disk that supports a spin rate of 15,000 
rpm's. This drive speed is essential for rapid response times and overall 
database performance (10,000 rpm drives are too slow to achieve the desired 
response times). 



 

 

 Mid-sized State Hardware General Description 
 
The mid-sized state system combines internal and dual bus external storage to 
accommodate up to 20 drives and consists of minimum 3.2GHz Intel Xeon dual 
processors with 1MB level 2 ECC Cache, 4GB of RAM, 72.8 GB Ultra320 15000 
rpm hard drives, and a four channel (Ultra320 capable) RAID controller. This 
configuration includes redundant hot-pluggable power supply and fan. 
 
The dual processors with a minimum of 1MB L2 Cache are needed to provide 
both the real-time performance to run the SQL queries and to minimize the data 
load times.  
 
4GB of RAM are specified for performance optimization. MS SQL Server 
effectively utilizes both the processor speed and available RAM to maximize 
performance. Generally speaking, more is better; however, like most things in 
life, there is a downside. In this case it is cost. In addition to the higher cost of the 
faster processor and additional memory, the price of the server operating system 
increases if the installed RAM exceeds 4GB. Servers configured with 4GB of 
memory, or less, can run Windows 2003 Standard Edition Server. The Standard 
Edition of the operating system provides all the functionality the application will 
require. 
  
The configuration employs up to twenty 72.8 GB Ultra320 hard drives. The 
system is designed with three internal storage arrays to improve read/write 
performance. This arrangement segregates the administrative functions from the 
data storage. Up to three, two-drive mirrored (RAID 1) arrays are utilized to 
optimize performance for transaction logs, indexes, operating system, and the 
temp.db function. The fourth mirrored and striped (RAID1+0) array will consist of 
an even number of drives, up to 14 total, in the external enclosure.  
 
The system supports the storage arrays with a four channel, Ultra320 capable, 
controller to support the separation of administrative and data functions 
discussed above for improved throughput. Two of the mirrored, two-drive arrays 
will share one channel of the controller; the third mirrored, two-drive array will 
occupy its own channel of the controller. The fourth array, in the external 
enclosure, will utilize the third channel of the controller. 
  
All hard drives in the configuration are Ultra320 SCSI devices. The 72.8GB drive 
is the largest currently available hard disk that supports a spin rate of 15,000 
rpm's. This drive speed is essential for rapid response times and overall 
database performance (10,000 rpm drives are too slow to achieve the desired 
response times). This is particularly significant during the data loading process. 
 
 
 
 



 

 

Large State Hardware General Description 
 

 The large state system is a dual Intel Xeon 3.2GHz processor with 1MB Level 2 
ECC Cache and 8GB of RAM. This configuration includes two external dual bus 
storage arrays that each hold up to 14 additional Ultra320 drives and an internal 
enclosure that holds 6 internal drives.  A 4 channel RAID controller that supports 
the 72.8GB Ultra320 devices is required. This configuration requires a minimum 
of twenty-two drives up to a maximum of thirty-four drives. This configuration 
includes redundant hot-pluggable power supply and fan.  

 
 Large states require additional external storage enclosures to hold the number of 

drives required for the datasets. The total number of drives installed in each 
enclosure will be determined by the RAID configurations and the dataset size 
estimates generated for this project. For optimal performance, systems will be 
configured with up to 5 RAID arrays.  

3 - two drive RAID One Arrays configured to separate and optimize 
performance for transaction logs, indices, operating system, and 
temp.db   

2 - RAID 1+0 (Ten) Array configured to optimize SQL database 
performance up to 14 maximum drives for a total disk capacity 
of 500GB.  

Each enclosure will contain one RAID 1+0 (Ten) Array. The three RAID One 
Arrays will use the two remaining channels as allowed by the internal enclosure.  
 
Large states require Windows 2003 Enterprise Edition to support the 8GB RAM. 
 
Hardware Notes 
 
The details of each state's existing strategies for system backup, disaster 
recovery and business continuity are unknown. The above configuration does not 
include backup software or devices. However, the storage purchased by an 
individual state should accommodate space for storage of database backups to 
system drives. The SUTA application recommends that a database backup be 
completed prior to any applied updates. 

 
It is highly recommended that this system be attached to an uninterruptible power 
supply (UPS). If UPS is not already available, small units may be purchased to 
support a single server.  

 
Software Notes 

 
Windows2003 CALs (client access licenses) only need to be purchased for users 
who are not already licensed for Windows2003 Server in your environment. If this 
will be your first Windows2003 Server then a CAL will have to be purchased for 
each user of that server. 
 



 

 

SQL 2000 CALs only need to be purchased for users who are not already 
licensed for SQL 2000 in your environment regardless of Standard or Enterprise 
edition. 
 
Windows Server and SQL licensing is sufficient for use by internal users only 
with SQL client tools or via an intranet.  Microsoft now requires that all SQL 
servers with databases accessed through the internet must be licensed on a per 
processor basis, not a CAL basis. The price is significantly higher for such 
publicly accessible, internet-facing databases (e.g., NC per processor contract 
price for SQL Server Enterprise is over $12,300). An External Connector license 
is required for Windows 2003 servers accessible via internet (e.g. NC per server 
contract price for Windows 2003 Standard Server is approximately $1,300). 
 
SDDS Pilot State Configurations 
 
SDDS was piloted in seven states. Hardware from three different vendors was implemented. 
North Carolina, Rhode Island, Virginia, and Utah used Hewlett-Packard ML370 servers. 
Texas used a Dell Power Edge 2600 and Nebraska used a Dell Power Edge 2850. 
Washington used an IBM x235 server. Nebraska and Rhode Island used small state 
configurations. Virginia, Utah, North Carolina, and Washington used mid-size configurations. 
Texas used the mid-sized configuration with 8GB of memory which requires use of Windows 
2003 Server Enterprise Edition. 
 
 
State Size Server Processor Memory # of drives External 

enclosure 
Nebraska SM Dell Power 

Edge 2850 
Dual  Xeon 
3.2 GHz 

2GB 6 – 73 GB N/A 

North 
Carolina 

MED HP ML370 G3 Dual Xeon 
3.2 GHz 

4GB 10 – 72.8 GB HP MSA30 

Rhode 
Island 

SM HP ML370 G3  Dual Xeon 
3.06 GHz 

4GB 8 – 72.8 GB N/A 

Texas MED Dell Power 
Edge 2600 

Dual 3.2 
GHz 

8GB 14 – 73 GB Power Vault 
220S 

Utah SM HP ML370 G3 Dual Xeon 
3.2 GHz 

4GB 10 – 72.8 GB HP MSA30 

Virginia MED HP ML370 G3 Dual Xeon 
3.2GHz 

4GB 10 – 72.8 GB HP MSA30 

Washington MED IBM x235  Dual Xeon 
3.1 GHz 

4GB 9 – 70 GB N/A 

 
 
 
 
 
 



 

 

Recommended RAID Configurations 
 
 

Recommended RAID Configuration – SMALL State subject to testing 
 

Array 
# 

RAID 
Type 

# of 
drives, 
up to 

Physical 
Arrangement

Formatted Software Volume 
Name 

1 
C: 
drive 

mirror 2 Internal Bay NTFS.  64K 
Allocation Unit 
Size.  NO 
COMPRESSION 

OS, Swap Disk 
& SQL Server 
Binaries 

System 

2 
D: 
drive 

mirror 2 Internal Bay NTFS.  64K 
Allocation Unit 
Size.  NO 
COMPRESSION 

SQL TempDB, 
SQL 
Transaction 
Logs 

TempDB 

3 
E: 
drive 

mirror 
and 
stripe 

4 Internal 
Enclosure 

NTFS.  64K 
Allocation Unit 
Size.  NO 
COMPRESSION 

SQL Data Data 

 
 

Recommended RAID configuration – MID-SIZED State subject to testing 
 
Array 
# 

RAID 
Type 

# of 
drives, 
up to 

Physical 
Arrangement 

Formatted Software Volume 
Name 

1 
C: 
drive 

mirror 2 Internal Bay NTFS.  64K 
Allocation Unit 
Size.  NO 
COMPRESSION

OS, Swap 
Disk & SQL 
Server 
Binaries 

System 

2 
D: 
drive 

mirror 2 Internal Bay NTFS.  64K 
Allocation Unit 
Size.  NO 
COMPRESSION

SQL 
TempDB 

TempDB 

3 
E: 
drive 

mirror 2 Internal 
Enclosure 

NTFS.  64K 
Allocation Unit 
Size.  NO 
COMPRESSION

SQL 
Transaction 
Log 

Logs 

4 
F: 
drive 

mirror 
and 
stripe 

14 External 
Enclosure 

NTFS.  64K 
Allocation Unit 
Size.  NO 
COMPRESSION

SQL Data Data 

 
 



 

 

 
 

 
Recommended RAID configuration – LARGE State  

 
Array 
# 

RAID 
Type 

# of 
drives, 
up to 

Physical 
Arrangement 

Formatted Software Volume 
Name 

1 
C: 
drive 

mirror 2 Internal Bay NTFS.  64K 
Allocation Unit 
Size.  NO 
COMPRESSION

OS, Swap 
Disk & SQL 
Server 
Binaries 

System 

2 
D: 
drive 

mirror 2 Internal Bay NTFS.  64K 
Allocation Unit 
Size.  NO 
COMPRESSION

SQL 
TempDB 

TempDB 

3 
E: 
drive 

mirror 2 Internal 
Enclosure 

NTFS.  64K 
Allocation Unit 
Size.  NO 
COMPRESSION

SQL 
Transaction 
Log 

Logs 

4 
F: 
drive 

mirror 
and 
stripe 

14 External 
Enclosure 

NTFS.  64K 
Allocation Unit 
Size.  NO 
COMPRESSION

SQL Data Data 

5 
G: 
drive 

mirror 
and 
stripe 

14 External 
Enclosure 

NTFS. 64K 
Allocation Unit 
Size. NO 
COMPRESSION

SQL Data Data2 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 

                # of 72   

  # of  # of Wage       Estimated # of 72 
GB 

drives Total 

  Employers  Records GBs  GBs 
Data, 

IDXs & Configuration GB drives 
OS, 

TLogs,   # of  

  2004Q3 2004Q3 
per 

Quarter 
12 

Quarters Backups Size 
DATA, IDX, 

B/U TempDB drives 

Alabama................ 86,044 2,128,547 0.991 11.894 47.577 SMALL 4 4 8 

Alaska................. 17,073 351,596 0.164 1.965 7.859 SMALL 4 4 8 

Arizona................ 110,253 2,730,213 1.271 15.256 61.025 MID 4 6 10 

Arkansas............... 61,356 1,332,452 0.620 7.446 29.783 SMALL 4 4 8 

California............. 1,058,604 18,562,007 8.644 103.723 414.893 LARGE 20 6 26 

Colorado............... 144,700 2,434,059 1.133 13.601 54.405 MID 4 6 10 

Connecticut............ 96,318 1,892,735 0.881 10.576 42.306 SMALL 4 4 8 

Delaware............... 25,981 537,311 0.250 3.002 12.010 SMALL 4 4 8 

District of Columbia... 27,242 580,219 0.270 3.242 12.969 SMALL 4 4 8 

Florida................ 442,898 8,814,209 4.104 49.253 197.013 MID 12 6 18 

Georgia................ 203,430 4,060,525 1.891 22.690 90.760 MID 6 6 12 

Hawaii................. 29,628 634,740 0.296 3.547 14.188 SMALL 4 4 8 

Idaho.................. 43,168 697,567 0.325 3.898 15.592 SMALL 4 4 8 

Illinois............... 284,036 6,769,547 3.152 37.828 151.311 MID 10 6 16 

Indiana................ 125,469 3,374,515 1.571 18.857 75.426 MID 6 6 12 

Iowa................... 69,309 1,713,673 0.798 9.576 38.304 SMALL 4 4 8 

Kansas................. 68,929 1,540,866 0.718 8.610 34.441 SMALL 4 4 8 

Kentucky............... 82,790 2,049,083 0.954 11.450 45.801 SMALL 4 4 8 

Louisiana.............. 96,014 1,763,390 0.821 9.854 39.415 SMALL 4 4 8 

Maine.................. 40,158 719,319 0.335 4.020 16.078 SMALL 4 4 8 

Maryland............... 136,095 2,924,296 1.362 16.341 65.363 MID 4 6 10 

Massachusetts.......... 178,085 2,411,377 1.123 13.475 53.898 MID 4 6 10 

Michigan............... 214,739 4,644,178 2.163 25.951 103.805 MID 8 6 14 

Minnesota.............. 133,374 3,163,480 1.473 17.677 70.709 MID 6 6 12 

Mississippi............ 54,039 1,271,802 0.592 7.107 28.427 SMALL 4 4 8 

Missouri............... 133,200 3,112,948 1.450 17.395 69.580 MID 4 6 10 

Montana................ 34,673 484,472 0.226 2.707 10.829 SMALL 4 4 8 

Nevada................. 50,806 1,145,332 0.533 6.400 25.600 SMALL 4 4 8 

New Hampshire.......... 39,817 771,596 0.359 4.312 17.247 SMALL 4 4 8 

New Jersey............. 256,961 3,794,818 1.767 21.205 84.821 MID 6 6 12 

New Mexico............. 42,102 786,138 0.366 4.393 17.572 SMALL 4 4 8 

New York............... 480,750 8,823,554 4.109 49.305 197.222 MID 12 6 18 

North Dakota........... 19,002 354,661 0.165 1.982 7.927 SMALL 4 4 8 

Ohio................... 230,460 6,062,045 2.823 33.874 135.497 MID 8 6 14 

Oklahoma............... 76,454 1,800,523 0.838 10.061 40.245 SMALL 4 4 8 

Oregon................. 103,018 1,849,729 0.861 10.336 41.345 SMALL 4 4 8 

Pennsylvania........... 274,700 6,177,456 2.877 34.519 138.077 MID 8 6 14 

Puerto Rico............ 50,000 1,369,800 0.638 7.654 30.617 SMALL 4 4 8 

South Carolina......... 92,337 2,091,324 0.974 11.686 46.745 SMALL 4 4 8 



 

 

South Dakota........... 23,538 416,200 0.194 2.326 9.303 SMALL 4 4 8 

Tennessee.............. 109,173 3,048,562 1.420 17.035 68.141 MID 4 6 10 

Vermont................ 21,253 364,141 0.170 2.035 8.139 SMALL 4 4 8 

West Virginia.......... 36,790 811,068 0.378 4.532 18.129 SMALL 4 4 8 

Wisconsin.............. 125,417 3,096,439 1.442 17.303 69.211 MID 4 6 10 

Wyoming................ 20,028 257,308 0.120 1.438 5.751 SMALL 4 4 8 

 
 
 


